
Methods and Impact for Using Federated Learning to
Collaborate on Clinical Research

BACKGROUND: The development of accurate machine learning algorithms requires
sufficient quantities of diverse data. This poses a challenge in health care because of the
sensitive and siloed nature of biomedical information. Decentralized algorithms through
federated learning (FL) avoid data aggregation by instead distributing algorithms to the
data before centrally updating one global model.
OBJECTIVE: To establish a multicenter collaboration and assess the feasibility of using FL
to train machine learning models for intracranial hemorrhage (ICH) detection without
sharing data between sites.
METHODS: Five neurosurgery departments across the United States collaborated to
establish a federated network and train a convolutional neural network to detect ICH on
computed tomography scans. The global FL model was benchmarked against a standard,
centrally trained model using a held-out data set and was compared against locally
trained models using site data.
RESULTS: A federated network of practicing neurosurgeon scientists was successfully
initiated to train a model for predicting ICH. The FL model achieved an area under the ROC
curve of 0.9487 (95% CI 0.9471-0.9503) when predicting all subtypes of ICH compared with
a benchmark (non-FL) area under the ROC curve of 0.9753 (95% CI 0.9742-0.9764), al-
though performance varied by subtype. The FL model consistently achieved top three
performance when validated on any site’s data, suggesting improved generalizability. A
qualitative survey described the experience of participants in the federated network.
CONCLUSION: This study demonstrates the feasibility of implementing a federated net-
work for multi-institutional collaboration among clinicians and using FL to conduct machine
learning research, thereby opening a new paradigm for neurosurgical collaboration.
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One of the fundamental requirements
for biomedical and health care research,
particularly when it involves artificial

intelligence technologies, is obtaining sufficient
quantities of diverse data to obtain generalizable,
equitable, and effective results.1,2 Historically, this
has led to the creation of large multicenter con-
sortiums3,4 or restricted research to sufficiently
large academic medical centers.5-8 This paradigm

for collaborative research is built around the con-
cept of a centralized data repository that stores
samples to facilitate subsequent analyses of the
aggregated data. However, a new technological
approach to decentralized algorithms—federated
learning (FL)9—has challenged this paradigm. In
FL, a federated network facilitates the training of
algorithms on distributed data by bringing the
learning algorithm to participating sites, thereby
eliminating the need to transfer files to a central
repository for storage and analysis.10 In theory, by
freeing research groups of the need to either share or
aggregate massive amounts of data, FL can further
democratize machine learning and scientific re-
search.10 FL is of particular interest in areas where
the shared data are sensitive (operational data or
personal information) or difficult (legal barriers to
sharing).11 Biomedical research involving personal
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health information is a natural scenario for FL, and several recent
publications have demonstrated the utility of this approach
for predicting COVID-19 oxygen requirements,12 analyzing
mammography,13 segmenting brain tumors,14 and other clinical
uses.10

Many published FL solutions have been the work of sophis-
ticated computational teams, suggesting technical expertise likely
limits widespread adoption and impact.12,14-17 We hypothesized
that with the right open-source software and infrastructure,
disparate clinical teams can collaboratively deploy FL solutions to
rapidly answer scientific questions of mutual interest. We as-
sembled a multicenter research group of physician-scientists and
trainees at 5 academic medical centers to assess the feasibility of
this using the nvflare library, developed by NVIDIA (NVIDIA
Corporation), to train a federated model on a prototypical
neurosurgical problem: the classification of intracranial hemor-
rhage. While demonstrating the feasibility of using FL to train a
predictive model on a clinical problem, our study reports on the
challenges, pitfalls, and practical aspects of using FL in a clinical
context while providing an open-source roadmap to assist other
clinical teams in their collaborations.

METHODS

For the purposes of demonstrating the feasibility of a FL approach, we used
a data set from the Radiological Society of North America (RSNA) hosted on
the data science website Kaggle.18 The data consist of two-dimensional slices of
noncontrast head computed tomography scans that were annotated by ra-
diologists with 6 possible labels: any bleed, epidural, intraparenchymal, in-
traventricular, subarachnoid, or subdural hemorrhage. These diagnoses are not
mutually exclusive, and a single image can contain multiple labels (Supple-
mental Digital Content 1, Figure 1, http://links.lww.com/NEU/D422).
Each patient was associated with (on average) approximately 40 images, and
images were uniformly distributed across 5 participating centers on a per-
patient basis to avoid potential data leakage across sites as follows: Site 1 (3409
patients), Site 2 (3409 patients), Site 3 (3409 patients), Site 4 (3408 patients),
and Site 5 (3409 patients) (Supplemental Digital Content 2, Figure 2,
http://links.lww.com/NEU/D423). A subset of the RSNA data (1894 pa-
tients, 74937 images) was withheld for testing and benchmarking analyses.
This study was exempt from institutional review and did not require patient
consent as these data are publicly available and do not contain personal health
information.

Raw Digital Imaging and Communications in Medicine files, a
standard format for radiographic images, were organized at each site in a

predetermined relative file path to ensure admin-deployed code had
access to the correct data. Data were preprocessed at each site using a
workflow known as “windowing,” which adjusts the range of Hounsfield
units displayed on a computed tomography image to enhance contrast
between objects of varying densities. Each image was converted to a brain,
subdural, and soft tissue window and stacked into an image containing
pixel information from all 3 windows (Figure 1A). Processed data were
then loaded into the pretrained convolutional neural network Re-
sNeXt101 (32x8d) from the python-based PyTorch library Torchvision
v. 0.11.1 (Meta Platforms, Inc.). Using standard machine learning
techniques and model optimization, the neural network was trained on
85% of each sites’ local data for 3 epochs and returned an output of
predictions (Figure 1B). The loss function during local training was
weighted based on each site’s sample distribution to reflect imbalance in
the data sets, where uncommon subtypes, such as epidural bleeds, were
given a greater penalty if misdiagnosed by the model to reduce the rate of
false-negatives. Through the nvflare workflow “ScatterAndGather,”
model weights from each site were returned to the central server for
aggregation. After a round of training and central aggregation, the globally
averaged model parameters were returned to each local client for another
round of training. The process continued until model training was
stopped (Figure 1C). After training, all local models and the global FL
model underwent cross-site validation, during which each model was
tested on 15% of each site’s local data to evaluate model performance
across the federated network.

Setup of the FL network was enabled by NVIDIA’s domain-agnostic,
open-source software development kit nvflare. The coordinating site (Site
2) used the nvflare provisioning tool to generate .zip files containing the
code necessary to initialize the central server, admin, and each client
(Figure 2). The central server and admin were hosted on an AmazonWeb
Service (AWS) EC2 instance (Amazon.com, Inc.; Supplemental Digital
Content 3, Table 1, http://links.lww.com/NEU/D424). Each client .zip
file was password-protected and emailed to the respective collaborator.
On a local or cloud-based graphics processing unit (GPU), each client was
responsible for installing Python 3, NVIDIA’s Compute Unified Device
Architecture (CUDA) toolkit and a virtual environment installed with
nvflare and project-specific packages. After decompressing the file and
running a simple start script using the command line, each client con-
nected with the central server.

The global FLmodel was then compared with an identical neural network
trained on the same data through centralized (nonfederated) training as a
benchmark. The relative performance was compared using the python
statistical package sklearn (v. 1.0.2) to calculate the area under the ROC curve
(AUROC).We estimated the variance and CI associated with predictions for
both cross-site validation and benchmarking using a binomial distribution
with the R package Hmisc v. 4.7-0 (R Foundation). In addition, a qualitative
survey was sent to all participating centers to obtain subjective feedback about
their technical background and experience setting up the FL network. We
wrote a playbook and an open-source codebase to enable the use of FL by
practicing clinicians (Supplemental Digital Content 4, Supplemental
Playbook, http://links.lww.com/NEU/D425).

RESULTS

Four of the 5 collaborating centers were able to successfully
connect to the central server as a client. One site was unable to
connect to the federated network in the timeframe of this study
because of unforeseen IT and administrative lead time delays. In
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FIGURE 1. Workflow of machine learning through a federated paradigm. A, Digital Imaging and Com-
munications in Medicine file images were preprocessed using a workflow similar to that of a radiologist. Each
image underwent 3 distinct windowing steps, which were then stacked together for training. B, Preprocessed slices
were each passed through a pretrained ResNeXt101-32x8d convolutional neural network. The model then
produced an independent prediction of the presence of each type of hemorrhage on a per slice basis. C, Federated
learning works by training models on local sets of data and then transmitting the learned parameters to a central
server for aggregation. After a round of training followed by central aggregation, the model parameters are sent
back to the local clients for another round (K epochs) of training. This process continues until the model training is
stopped. FL, federated learning.
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our experience, once a client had successfully connected, little to
no additional human oversight or intervention from the client side
was required. Cross-site validation revealed that although local
models most often achieved the highest average AUROC when
detecting all hemorrhage types on their own respective datasets,
the global FL model achieved comparable and consistent per-
formance when tested on data from any client (AUROC range:
0.935-0.9425) and was always one of the top three performing
models regardless of the validation data’s site of origin (Figure 3A;
Supplemental Digital Content 5, Table 2, http://links.lww.
com/NEU/D426). When tested on a separate data set withheld
from all sites during training, the global FL model achieved a
macroaverage AUROC of 0.9487 (95%CI 0.9471-0.9503) while
the non-FL benchmark model achieved 0.9753 (95% CI 0.9742-
0.9764; Figure 3B). FL global model performance varied by
hemorrhage subtype, with subdural bleeds having the lowest
AUROC (0.9257; 95% CI 0.9238-0.9276) and intraventricular
having the highest (0.9751; 95% CI 0.9739-0.9762) on the
holdout data set (Supplemental Digital Content 6, Figure 3,
http://links.lww.com/NEU/D427).
The results from the qualitative survey revealed that of the 9

participating individuals involved in the practical setup of the
federated network (n = 9; 100% response rate), 5 (56%) were
practicing neurosurgeons with faculty positions, 1 (11%) was a
neurosurgical resident, and 3 (33%) were medical students. Most
participants (67%) had no formal education in computer science,
and 33% had never heard of FL before this project (Table). Of the
4 sites able to connect to the federated network, 3 already had
access to on-premises GPUs while 1 site required setting up a

cloud-based GPU using AWS (Supplemental Digital Content 3,
Table 1, http://links.lww.com/NEU/D424). GPU resources
consisted of consumer-grade NVIDIA GPUs (RTX 2080 x2,
RTX 3090 x1) at 4 sites and an enterprise grade GPU (V100) at 1
site in a cloud instance. Although connecting the nvflare client was
uniformly described as “easy” by all 4 successfully connected sites
and required less than an hour of total work to set up, the main
reported difficulty occurred for the site requiring cloud-based
computing because of university-specific administrative logistics.
Only 1 client experienced unexpected disconnections from the FL
server during the training process because of building generator
power testing, which was resolved by connecting the GPU to an
uninterruptible power supply battery.

DISCUSSION

In this study, we demonstrated the use of FL by a team of
practicing clinicians and trainees to build a neurosurgical pre-
dictive model using open-source software. The accompaniment
of this manuscript with a well-documented, open-source re-
pository and FL “playbook” (Supplemental Digital Content 4,
Supplemental Playbook, http://links.lww.com/NEU/D425) is
unique and intended to accomplish several aims: (1) facilitate
the reproducibility of this computational study, (2) provide a
template for other groups to build upon and extend to other
biomedical questions, and (3) encourage the development of an
open-source community for physician-computer scientists to
share their computational work.

FIGURE 2. We set out to establish a multi-institutional FL network with teams of clinicians across 5 participating sites. The lead site
instantiated a cloud-based server for the federated network and dictated a FL schema by generating client packages for client site installation
using the nvflare provisioning tool. Five sites spread across the United States installed the client packages to connect to the network server using
these provisioned zip files, after which the admin could deploy projects and models for training. FL, federated learning.
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Although the global FL model achieved results comparable
with that of the non-FL benchmark, the relatively lower AUROC
is possibly due to the effects of training decentralized models using
nonindependent and identically distributed (non-IID) data. This
occurs when the various data sets used for FL training have in-
homogeneous data distributions (because of factors such as
varying imaging protocols or epidemiological differences) and the

model has difficulty optimizing for both the global and site-
specific solutions.12 This is an active area of research, however,
and novel strategies have been shown to mitigate the effects of
non-IID data to harness FL’s promise of generalizability.10 Re-
gardless, the primary goal of this study was to assess the feasibility
of establishing a federated network by neurosurgeons for a
problem relevant to neurosurgery, and our quantitative and

FIGURE 3. A, Performance of local models and the global FLmodel in predicting all hemorrhage types when
validated on data from each client site during cross-site validation. Local models validated on data from their
own site (blue) performed expectedly well, although performance often diminished when the same model was
tested on data from other sites (grey). The global FL model (red) achieved top 3 performance regardless of the
data origin, suggesting improved generalizability across the federated network. B, Comparison of the global
model and benchmark (standard, centrally trained) model on a hold-out data set for testing revealed
comparable performance and high AUROC values, indicating the viability of an FL approach to intracranial
hemorrhage detection. AUROC, area under the receiver operating characteristic curve; FL, federated learning.
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qualitative results suggest that FL is not only feasible but accessible
for practicing surgeon scientists.
Although this project fundamentally involved the use of

sophisticated areas of computer science, the software we used
abstracted much of this away from the user to facilitate seamless
collaboration despite minimal physician familiarity with the
underlying codebase. In fact, our survey of sites revealed that
user programming capabilities and familiarity with the Linux
command line (a requisite for connecting the client) were not
major barriers to implementation. This is a notable departure
from prior studies that used highly technical teams of software
engineers to train FL models.12

Even with accessible software, however, the process of building a
multicenter federated network involved overcoming several chal-
lenges. The results from the qualitative survey showed that the
major barriers to FL participation included access to GPUs, costs
for storage and computing, and institutional administrative hurdles.
Obtaining or maintaining access to GPU computing resources was
the single largest challenge faced by sites and accounted for most
setup time. Three of the successfully connected clients used on-
premises hardware with relatively similar configurations. One site
lacked on-premises GPU access but was able to rent a cloud-based
GPU instance through an institutional AWS account. The FL
server was also hosted on AWS because of the ease and flexibility for
implementing the necessary networking protocols. One of our 5
member sites was not able to connect at all in the timeframe of this
study because of university information technology lead time de-
lays, which suggests that although federated networks allow rapid
collaboration once established, FL is not immune to administrative
delays and requires a relatively high investment upfront.
Despite these barriers, all participants reported high interest in

pursuing FL-based projects in the future. Our qualitative survey
found that topics pertinent to neurosurgery that could be facilitated
by FL include improved access to rare brain tumor data; predictive

modeling of operational considerations (such as length-of-stay) at a
multi-institutional level and inclusion of a broader range of research
collaborators—such as smaller institutions, nonacademic centers,
and international collaborators—to improve generalizability of
machine learning algorithms. As wearable medical devices become
more commonplace and generate local data, FL could also be used
to train a model while preserving the privacy of the wearer.10

Although we concede that the aforementioned projects could be
addressed through a centralized machine learning paradigm, the
traditional barriers to centralization of data nonetheless remain.
This study demonstrates that FL can be implemented by a team of
clinicians to provide a technical solution when traditional collab-
oration is neither feasible nor desired. FL can largely eliminate
concerns for data breach when moving data off-site, and research
questions that may be hindered by business or personal interests
could benefit from a federated collaboration in which a single
source’s data cannot be exposed. For a field as small as neurosurgery,
in particular, predictive modeling of surgical complications through
FL could allow surgeons to openly and honestly share data re-
garding their cases while remaining confident that their personal
outcomes remain anonymous. Moreover, studies using FL during
the early phase of the COVID-19 pandemic demonstrated that this
paradigm can facilitate rapid collaboration when faced with a novel
emergency.12 Neurosurgery has a long history of embracing new
technologies, and FL at the very least offers another tool for
conducting rapid and collaborative research.

Limitations
This study had several limitations. It was beyond the scope of this

project to discuss the myriad of ways to configure a federated
network with custom privacy and security features against malicious
attack, which might be of interest to health care administrators and
regulatory agencies.10,19-21 In addition, although large and publicly
available repositories such as the RSNA data set are critical for

TABLE. Results from a Qualitative Survey to Elicit the Experience and General Sentiment from Participants in the Federated Learning Network

Major themes Responses from qualitative survey (n = 9; 100% response rate)

Position of participants • Neurosurgical faculty, n = 5 (56%)
• Neurosurgical resident, n = 1 (11%)

• Medical student, n = 3 (33%)

CS background • Majority (67%) had no formal education in CS • 33% of participants had never heard of FL before this
project

General experience setting up
the FL client

• >50% described setting up the client as “easy”
• Most reported <1 h to set up the client

• Minimal work required after initial setup
• Minimal troubleshooting required

Difficulties experienced • Lack of GPU access
• University-specific AWS account logistics and payment
• COVID-related delays

• Concerns about funding and payment for cloud-based
computing
• University IT infrastructure access

Potential barriers • Consistent formatting of data at each site
• Funding for data storage and computing

• Up-front cost of initial GPU/client setup
• Basic knowledge of the command line/Linux

Future FL applications in
neurosurgery

• Including nonacademic centers and underrepresented
patients in research
• Rare brain tumor and disease research

• Multi-institutional outcomes (operative complications,
length of stay, and costs)
• Imaging-based diagnosis of CNS pathology

AWS, Amazon Web Service; CNS, central nervous system; CS, computer science; FL, federated learning; GPU, graphics processing unit; IT, information technology.
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machine learning prototyping, they are often modified for com-
petition use.22-24 They, therefore, do not present obstacles that may
occur during FL on real-world data sets from disparate insti-
tutions and may require additional preprocessing to ensure
conformity. As this proof-of-concept study aimed to determine
the feasibility of setting up a federated network of clinicians, we
did not exhaustively optimize the federated network hyper-
parameters to account for possible non-IID effects or weight the
contribution of a client’s model based on the relative size of the
client’s data set, although we attempted to reduce the potential
impact of both by dividing the RSNA data set equally among all
sites.12,25,26 Finally, although nvflare significantly decreases the
barrier-to-entry for client participation in FL, the coordinating
center does require more extensive skills in computer science to
orchestrate the experiments, and our project benefited from
being located in a laboratory with access to an academic data
science department.

CONCLUSION

Federated learning offers a privacy-preserving paradigm for
multi-institutional collaboration and artificial intelligence re-
search by effectively uniting silos of disparate health data. This
study demonstrates the feasibility of establishing a federated
network of practicing surgeon scientists using the open-source
toolkit nvflare to address a prototypical neurosurgical emergency
while also providing a roadmap for future clinicians. Our hope is
that this study and accompanying codebase will lower the barrier-
to-entry for FL projects that can address critical needs in health
care in a timely, collaborative manner. Although FL promises to
democratize machine learning research, we hope this project will
democratize FL itself.
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